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Abstract. Measurements were made with the Mark III stellar interferometer in order to verify predictions for the
accuracy of very-narrow-ang]e interfcromctric  astrometry. ‘1’hc  hfark  111 was modified to observe simultaneously on
its 12-111 lm.seline the phase of the fringe packets of the primary and secondary of the 3.3” binary star ~ Gem. The
residuals of the phase diflcrence  bctwccn  primary and secondary were analyzed for 6 data segments taken over two
]Iigllts. Examination of the Allan variances of the data out to a measurement limit of 8 min indicate that the error
is white, as predicted. q’he mean fluctuations of the residuals corresponds to an astrometric accuracy of 21 pas/fi,
which is in good agreement with the predictions of atmos])hcric  models. An accurate separation for ~ Gem was also
determined: 3.281’’+  0.01” at position angle 73.23°zL0.15° for 1992.9589.

Kcy words: Atmospheric effects - instrumentation: intcrfcromcters  - Methods: observational - ‘1’cchniques: interfer-
omctric  Astromctry  - Stars: alpha Gcm

1. lutroduction

Atmospheric turbulence is the limiting factor for all ground-based astrometric measurements. While differential mea-
surements  have smaller errors than absolute measurements, and also exhibit a white-noise error power spectrum, they
are still limited by turbulence. The detailed error behavior for a differential measurement depends on the relationship
among the star separation, the mean atmospheric height, and the instrument basc]ine.  in particular, it is convenient
to define the isokinetic  angle ok as 11/~, where }1 is the instrument baseline (or telescope diameter) and ~ is a mean
atmospheric height. l“or star separations O > & - the usual narrow-angle regime - tl]c error  (A@ in a differential nlca-
surcmcnt  is dependent only weakly on tllc star separation and the instrument baseline. }Jowcvcr, for O < &, the error is
strongly dcpcndcnt on both separation and brwelinc  length. hfore prccisc]y, in terms of a standard infinite-outer-scale
]{olmogorov  atmospheric rnodcl, tbc variance in a differential measurement can be written (1.indcgren 1980; Shao &
Colavita  1992)

[

O <  ok, i>fi/~ 1O> ok, t>(oz)/Tv  ‘
(1)

where C’j(h) is the turbulence profile as a function of height, W is the wind speed, and t is the integration time. ‘1’his
expression is plotted in Fig, 1 using atmospheric parameters appropriat,c  to Mauna  Kea, IIawaii.
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Fk. 1. Differential astromctric  error for several baseline lcn~t}is using measured Mauna Kea turbulence profiles and an intc-
gra;ion time of 1 h; from Shao & Colavila  (1992)

[

‘1’hc  desirable behavior in the regime 0< Ok, where the error standard deviation is ]incar  with star separation and
invrx-scly proportional to (basclinc)2i3,  can bc exploited with long-baseline infrared intcrferometry  (Shao & Colavita
1992). in particular, with observations at 2.2 pm,  phase referencing to synthesize long cohcrcnt  integration times in
order to select faint, nearby refcrcncc  stars, and with long baselines to rcducc  atmospheric and photon noise errors,
differential mcasurcmcnts  with an accuracy of tens of microarcscconds  (pas)  pcr A should be possible. Such accuracy
would allow for the a.stromctric  detection of cxop]ancts  from the ground.

While mcasurcmcnts  of the behavior of differential mcasurcrncnts  in the regime t? > Ok exist and are consistent with
Rq. (]) (]lan  ]989), quantitative mcasurcmcnts  of astromctric behavior in the regime d < ok arc sparse. Mcasurcmcnts
by Gatcwood  (199 1) using trail plates from the 3 .6-m CFI1 telescope on Mauna  Kca confirmed the improved a.stromctric
hchavior  which occurs for small star separations; ] however, the noise floor of the measurements prevented a quantitative
assessment of the performance for O << dk. ‘1’hc objective of the present investigation was to confirm ~q.  (]) in the
very-narrow-angle regime with respect to overall scale factor and the predicted white-noise behavior for one set of
baseline and star-separation parameters. ‘1’o  this cnd a set of observations were conducted using the Mark 111 stellar
interferometer on Mt. Wilson.

%ction 2, below, describes the instrument configuration used in this cxpcrimcnt.  Sections 3 and 4 describe the
obscrvatiom  and the data processing. Finally, Sects. 5 and 6 provide a discussion of the experimental results and some
conclusions.

2 0 lnstrwmcnt  c on f i gu r a t i on

l’hc  mca.suremcnts  dcscribcd  below were made with the Mark 111 stellar interferometer, a long-baseline optical in-
tcrfcromctcr  on Mt. Wilson (Shao ct al. 1988a). ‘1’hc  Mark II 1 was modified to simultaneously observe, on separate
cl]anncls,  the fringe phase from two stars separated by several arc seconds. The target for these measurements was the
binary star ct Gcm.

‘1’o propcr]y  cxp]oit  the atmospheric behavior in the very-narrow-angle regime, an interferometer should incorporate
a dual-beam feed at each aperture to separate the light  from individual stars in the field and route it to separate optical
trains and beam combiners to simu]tancously  measure the fringe phases. However, with a single-beam instrument like
the Mark 111, a simu]tancous  differential mcasurcmcnt  can bc accomplished by choosing a pair of stars within the
subapcrturc beam and separating them in delay space. ]n particular, rather than choosing a very-narrow-bandwidth
flltcr  as would bc appropriate for synthesis imaging of the entire flcld, wider filters are used such that the fringe packets
from the two stars do not overlap. ‘1’hc pupil is then partitioned into subpupils  with separate detectors and different
delays so tl]at simultaneous phase mcasurcmcnts  can bc made for the two stars. I’hc disadvantage of this schcmc is
the loss of light duc to pupil division and the extra nois,c resulting from the incoherent background from the second
star in each channel. llowevcr,  for the purposes of this cxpcrimcnt,  the resulting restriction to bright sources is not a
problcm.

i-Gatewood  refers to the region of improved performance as the isokinetic patch; thus the description of ok as the isokinetic
angle.
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Figure 2 illustrates the instrulncnt configuration used for these mcasurcrnents.  In normal operation of the Mark IIJ
light from the north and south arms is routed tJlrough optical deJay lines and combined at a bcamsplitter. The
beanlsJ~littcr  outputs are divided into a wideband chanucl  for tracking the white-light fringe and three narrowband
channels for precise amplitude measurements. Pathlength (temporal) modulation introduced by onc delay line, in
conjunction with binning of the photon counts, is used to measure the fringe parameters in each channel at a 4-ins
rate. ‘1’he fringe phase from the white-light chanucl  is used in real time to control the position of the second delay line
in order to track the atmospheric J>basc fluctuations.

Fig. 2. Optical schematic of the Mark 111 intcrfcromctcr as configured for these mcasurcmcnts and the pupil geometry wkic}l
,-. ---- ,1

J!’or  the measurements described here, the instrument was modified as shown in the figure by dividing the 5-cn-
diamctcr fringe-tracking pupil into adjacent semicircular subpupils  and using separate detectors for each. l’hc  light
from the primary subpupil  was divided into three s])cctral  channels: a widcband  channel (no. 1), N56O-1OOO nm, for
fringe tracking in the usual way, and two uarrowband  channels (nos. 4 & 3), one at 700 nm, 25-rim wide, and a second
at 500 nm (the light from this channel was not used here). 7’IIc light from the secondary subpupil  was detected on a
single channel (no. 2) also using a 700 um, 25-rim wide filter. J’or this cxI)criment  channels 1 and 2 used high-sensitivity
silicon photon-counting avalanche photodiode  detectors (A I’Ds), while the other channels used GaAs photomu]tip]icr
tubes.

‘J’o simultaneously detect the fringe J~ackct from the secondary star in channel 2 while fringe tracking on the primary
star, a pair of rotating glass plates were inserted into the secondary subpupil.  As shown in the figure tbesc  plates act
as diffcrcutial  delay lines to modify the total delay to the proper value needed for the secondary star. ‘1’he plates were
12.7-n]nl-thick  111{7,  shaped to minimize obscuration of the annular ]Jortion of the pupil used for angle tracking. For
this experiment, which had the secondary star north of tllc primary star, the p]atc  in the south arm was adjusted
normal to tile beam, while the tilt of the plate in the north arm was adjusted using a motorized translator. As a
function of rotation angle 63, the delay z introduced by each plate is given as

1 (?tg – n~ Cos(e  – e’))
x=

Cos @
(2)

where  ng and na are the indices of the glass and air, 1 is the plate thickness, and @ is the iutcrnal  angle
sin-’(na  sin @/rig).

‘1’hc cohercncc  length of the narrowband  filters used in the experiment is ~20 l~m, which establishes the accuracy
with which the differential delay must bc set. In a practical dual-beam interfcromctcr  the differential delay would
bc monitored by a separate metrology system and would bc adj ustcd continuously to maintain coherence. For this
cxpcrimcut,  which did not inc.orporatc  additional metrology beyond that used on the main delay lines, the rotating
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plate was moved to fixed positions. ‘1’hc secondary fringe was then allowed to drift tl]rougll the co]lcrcncc length of
its filter with earth rotation as the fringe on the prilnary was tracked by the main delay line. Using its translator, tllc
delay introduced by the rotating plate could IN set to W5 pm.

Thc required differential delay is easily dctcrmincd  from the standard expression for the ovcral]  delay X: x = D . ~,
wllcrc D is tllc Ixisc]inc vector and ~ = i cos 6 cos 11 – y cos 6 sin 11 +- ~ sin 6 is the source unit vector in equatorial
coordinates (11 = 11A, 6 = dccl. ). For a small separation bctwccn  stars of A6 and Ao in declination and right, ascension,
tllc differential delay is given by (cf. q’hompsou ct al. 1986)

where

A; m i(–sin6cosllA6  + cos6sin  llAo)

+- ti(sin 6 sin }1A6 +- cos 6 cos JIAcY)
+  2(cos6A6). (4)

For the small separations of the cxpcrimcnt, this is an cxccllcnt approximation.

3, Obsrxvntions

‘1’hc instrument configuration used for these mcasurcmcnts  imposes several constraints on the target stars: a) the
primary star needs to be bright, as the fringe-tracking aperture is half the normal size, b) the magnitude diffcrcncc
bctwccn the primary and secondary needs to bc large enough that there is no ambiguity bctwccn fringe packets for
tllc white-light tracker, but small enough that the background from the bright  star docsn’t overwhelm the signal from
the dim star, c) the difference in delay bctwccn  stars needs to bc larger than the cohcrcncc length of the narrowband
filters to prevent overlap of the fringe packets, and d) the star separation needs to bc witl)in the isoplanatic  patch to
allow the primary to serve as a phase and angle-tracking rcfcrcncc  for the secondary.

‘1’hc visual binary cr Gcm (ADS 6175; HR 2891, 2890; R. A.(2000) 07h34n’37’, dccl. +31 °53’24”; ml = 1.94, 1n2 ==

2.92) (cf. ]Iirshfcld  & Sinnott 1985) meets the rcquircrncnts  above and was used at the target for these obscrvatious.
As tl]c two components arc of similar spectral type (A 1 V and A2Vm), the magnitude diffcrcncc at 700 nm should bc
C1OSC to the visual diffcrcncc. For these mcasurcmcnts  the approximate binary separation was 3.3” at a position angle
of 75°; as o Gcm has a period of at least 400 y, orbital motion during the observations can bc ignored.

“1’bc 12-m N-S astrornctric ba.sc]ine of the Mark 111 was used for these mcasurcmcnts.  hicasuremcnts  were conducted
over three nights in 1992: 9 Dec., 16 I)cc.., and 17 I)cc. I’hc first night was used for coarse zwtromctry  and calibration
of the differential delay; the data presented here arc froln the last two nights. ‘J’hcsc data consist of six segments, each
Iongcr  than 15 min. ‘1’hey  arc delimited by changes in the fixed differential delay or by gaps in the data recording duc
to media changes. q’hc basic obscrvationa]  parameters of these data scgrncnts  arc givcu in cols. 2-4 of q’able 1, and
arc also shown in Fig. 3, which plots the squared visibility amplitude ( Vz) on tllc secondary c]lanncl as a function of
time as earth rotation sweeps the secondary fringe through tllc cohcrcncc  ]cngth  of the narrowbaud  filter; the symbols
on the grapl] indicate changes in the differential delay introduced by rotating the plate in the north arm to a ncw
position.

Fig. 3. Squared visibility amplitude (Vz) vs. time for the two nigkts analyzed here. “1’hc horizontal lines and letters idcutify
the six segments analyzed in detail. I’hc  symbols  indicate the tinl& at which the differential delay was changed
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‘Ihblc 1. Summary of observations

(1) (2) (3) (4) (5) $61 (7) (8) (9) (lo)
Segment U’I’ date start time duration nun) pts seeing

(h) (rein) (4 s) (dcg) (/~;~) (CU, @;55 #m) (arcscc)  (arficc)__—— —.— _
A

—.—
16 IJCC 92 8.37 40.4 267 12.5 8.6 15.5 0.73 2,75

11 16 ])CC 92 9.77 37.8 392 5.1 7.7 17.6 0.64 3.63
c ]7 ])CC 92 6.83 47.4 595 30.9 6.0 23.7 0.48 2.57
1) ]7 ])CC 92 7.69 28.8 324 22.4 6.7 20.8 0.55 2.97
1’; ] 7 ]~CC  92 8.18 17.5 240 17.3 6.0 23.8 0.48 2.98
1“ ]7 ])CC 92 8.59 35.8 356 )0.6 6.0 23.9 0.47 2.64

c1 ]7 ]~CC  92 5.86 3.1 33 47.3 8.0 17.0 0.67 -
C2 16 ])CC 92 11.60 44.0 312 27.3 8.6 15.5 0.73 -— — — — — — —  —---

‘llil)lc 2. Summary of mcasurcmcnts

—. .—
(1) (2) (3) (4) (5) (6)

—.——
(7) \8j (9) (10) (11) (12) (13)

segment Np V; SN R; N, v: SNR: ‘ SNRj fJPN UAZ,A o&,A CA O

(4 111s) (4 ms) (4 ms) (4 11)s) (4 s) pm(4  s)_——-—_—_— — pm(4 s )  pm(4  s )  pas/Jk
A 15.0 0.131 0.79 68.4 0.023 0.63 -0.103 15.2 0.029 0.051 0.043 24.6
11 16.9 0.144 0.98 67.2 0.021 0.58 0.191 30.4 0.020 0.033 0.026 14.9
c 18.3 0.219 1.62 56.8 0.031 0.72 0.085 22.9 0.023 0.048 0.042 24.3
1) 18.1 0.221 1.G2 55.7 0.012 0.28 0.126 14.5 0.029 0.050 0.041 23.4
E 19.4 0.229 1.81 59.5 0.019 0.45 0.127 24.3 0.023 0.038 0.031 17.8
1’ 19.1 0.214 1.66 58.7 0.035 0.84 0.091 28.3 0.021 0.045 0.040 23.2

c1 17.0 0.192 1.32 55.8 0.083 1.88 0.448 213.0 0.008 0.016 0.014 -
C2 18.4 0.158 1.18 61.9 0.003 0.07 0.480 11.8 0.032 0.041——— —.. --- 0.025 -—.—- —-

4 .  Data ])roccssing

As mentioned above, the Mark 111 uses path]  cngth  modulation with 4 time bins to measure the friugc parameters. From
the photon counts for each time bin, the quadraturcs X and Y and total photon count N per frame  are determined
for cac.h of the 4 spectral channels. ‘J’hcse data, plus the position of the laser-monitored delay line, arc rccordcd  every
4 ms wl)en tllc iustrumcnt is locked on the white-light fringe.

l’ro~u tllcsc data the square of the fringe visibility in the primary and secondary 700-11111 narrowband  cl]annelsj Vi
and V82, is cstimatecl  with the usual uulria.scd estimator (Shao et al. 1988b)

v2=(T2/2)  <x24 -1’2–  N> /<N >~, (5)

where the indicated avcragiug  is over M frames. For this expcrimcut  A4c1 000 4-nM frames were used for a nominal
interrncdiatc  integration time (for contiguous data) of 4 s. ‘1’hcse  fringe visibilitics  are reduced from unity by several
factors: systematic instrumental effects, atmospheric turbulcucc,  the finite diameter of the source, dark count (uncor-
rected in the expression above,  but small), and the (incoherent) background from the other star. In particular, if we
lump all but the last term into calibration constants V~p and VCR, the expcctcd  values for V 2 arc

v: ❑ = v:, [R/(R  +- 1 )]2

VS2 == v:[l/(R+  1)]2, (6)

where II? (> 1 ) is the intensity ratio of the binary. For cr Gcm,  lI? = 2.47, so the reductions in V 2 beyond the ordinary
calibrations are 0.51 and 0.083 for the primary and the secondary at the peak of their cohcrcnce functions. Without
attempting to be particularly quantitative, the calibration constants VC2 for these data are in the range 0.25-0.50, with
the lower end of the range appropriate for tllc first night. q’hesc values are s[na]lcr than normally encountered with the
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Mark 111 for quantitative visibility mcasurcmcnl,s  bccausc  of the usc of the off-axis apertures dcscribcd  above, which
are more sensitive to guiding errors and residual system aberrations than the normal 2.5-cm centered apertures used
for the narrowband channels. Columns 2-7 of Table 2 summarize N and V 2 for the data. l’hc entries denoted SNR2

arc the square of the signal-to-noise ratio in 4 ms, calculated as SNR2 = (4/7r2)lVV2;  in the photon-rich domain, the
varia.ncc of a phase measurement is given as 1 /SNR2.  The  much higher photon count in the secondary channel is
attributable to the high-quantutn-efficiency APD  detector.

‘J’hc fundamental observable for this experiment is the phase difference Ad = @l – 42 between the primary and
secondary components (or Ax = k- lA+, k = 27r/A,  ~ = wavelength). IIowever ~ as insJJection of ‘l’able 2 indicates,
the SNR pm 4 ms in the narrowband  channels is inadequate to provide an unbiased phase estimate on that time
scale. ‘1’hus  some sort of phase referencing, exploiting the isoplanatic  separation of the binary components, is needed
to incrcasc  the SNR before calculating the phase from the quadrature. Ordinarily, one would phase reference the
narrowband channels to the wideband  primary channel. IIowcvcr, as the SNR in the narrowband  primary channel is
21, there is little SNIL penalty in phase  referencing the narrowband secondary channel directly to the narrowband
primary channel, and the phase difference computed in this fashion was used here. l’he  appendix provides details of
computing the phase difference, as well as the properties of the phase-difference estimator.

l,ike the visibilitics,  the difference pha.sors  were averaged coherently for 1000 4-ins frames. As shown in Fig. 4, which
illustrates the processing for segment C, the estimated phzw.e wraps over an interval of 700 nm as the secondary fringe
sweeps through the cohcrcncc  length of the filter. ‘1’he  chosen coherent integration time yields residual errors much
smaller than wrapping interval so that the data can be unwrapped without ambiguity. In addition, at a 4 s integration
time, the knee of the equivalent low-pass filter falls below the baseline cutoff frequency W/J]  in the phase-difference
power spectrum, below which the spectrum should be white.

Only minor editing of the data was performed at this stage; no editing was done on the raw quadrature or photon
COUIILS.  In this cxpcrimcnt, in whic]l the differential delay line moves only in steps, so that the phrmc difference varies
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continuously, an excessively long intermediat,c  integration time will blur tllc phase difference and thus reduce its SNIL.
More prcciscly,  assuming a linear phase change (Ar#)lllax during tllc integration, the SNR of the phase diffcrcncc is
reduced by 1 – sil]c((A~)max/’2),  where sinco = sine/(), For a maximum SNIL reduction of 5Y0, the total sidereal
phase change during the int,cgration must be <1.1 rad. For  this cxpcrimcnt, the sidereal change during the nominal 4-s
cohcrcnt integration time is much less than this value. IIowcvcr,  due to occasional loss of lock and the time required for
fringe reacquisition, data is not recorded at a 100% duty cycle, and the actual time required to obtain 1000 frames can
excccd 4 s. Consequcnt]y,  wc edited out those points whose duration was such that the constraint above on sidereal
motion during the integration time was cxcecdcd.  Whi]c it would be straightforward to incorporate the sidereal motion
into the phase-reference calculation to allow for arbitrary coherent integration times, the fraction of rejected points
was < 0,5Y0, so this step was not taken. Finally, onc 6-u outlicr  was dclctcd from segment C. No further editing was
performed. Column 5 of q’able  1 gives the nurnbcr  of 1000-franm  points (henceforth 4-s points) pcr segment analyzed
in dcta.il Lclow.

For each data segment, a best-frt sidereal sinusoid was subtracted from the 4-s poink, and the AlIan variance of the
residuals was calculated as in Sect.  5.1. The Allan standard deviations at 4 s (i.e., the first AlIan point) are recorded
in CO1, 11 of Table 2. Concurrent with the phase-diffcrcncc  calculation, the signs]-to-noise ratio of the phase-difference
estimator and the cross coherence were calculated as dcscribcd  in the appendix, ‘l’hcsc quantities arc included in C.OIS.  8
and 9 of ‘1’able 2; CO1. 10 gives the predicted photon-noise contributions to the residuals corresponding to the phasc-
diflcrcncc  SNR. Column 12 of ‘l’able 2 gives the A]lan deviations of the residuals corrcctcd  for the photon-noise bias;
in J~rinciple, these corrected values represent the atmospheric noise only. For all of the observations presented here,
the projcctcd  interferometer baseline was within 0.4% of its 12 .O-m physical Icngth.  Using this value to convert the
phase differences to angle, and hypothesizing whit,c-noise  behavior, yields tl[c last column of ‘l’able 2, which expresses
the photon-noise-corrcctcd deviations in terms of /las astromctric error per m integration time.

5. Discussion

5.1. Shape of the phase-difference pourer spectrum

Onc of the goals of this investigation was to verify that the power spectrum of the phase difference is white, as
prcdictcd,  allowing for a ~ improvement in ast,rometric  accuracy with increasing  integration time. q’hus we computed
for cacll segment the Allan  variance (cf. “1’hompson ct al. 1986) from the 4-s residuals Zi. The Allan variance cr~,A at
lag 1 (1 z 1) was calculated as

Jt4’-2l 1–1 2
1 1— — .‘~,A  = j(fi~+- ] – 21) x(xi )

Xn+nl — x,)+ /+ *)! ,
n=O nl=O

(7)

wllcre M’ is the total number of points. For this calculation the data points in each segment were simply concatenated
without time-tagging, i.e., they were assumed evenly spaced at 4-s intervals. l]ccausc  of irregular sampling, discussed
above, this has the effect of slightly blurring any narrow spectra] features which may exist in the data, but would
not otrscurc trends indicative of non-white behavior. ‘1’hc Alla.n-variance points were corrcctcd  for photon-noise bias
using tlIc values given in C O1. 10 of ‘1’able 2 as (cr~,A)c(l)  u u~,A(l) – u~,N/i. q’he square roots of the uncorrected and
corrected Allan variances for 1 == 1 are the values giver” in COIS.  11 and 12 of the table.

inspection of the Allan variances at this stage revealed a broad spectra! feature for certain of the segments at an
integration time corresponding to the mean fringe-wrap period (cf. l~ig. 4). ‘1’his  feature was identified as leakage of the
bright primary into the tails of the secondary narrowband cohcrcnce function, which is consistent with the observation
that the strength of the feature was largest for those segments with the smallest diflercntial  delay. z Thus, assuming
constant primary leakage for each segment, we subtracted a bcs~-fit sinusoid at the wrap rate frotn each data set and
recomputed tllc Allan variances with the bias correction. Figure 5 plots the Allan deviations vs. integration time for
the six segments analyzed here. g’lle spacing of data points is 4 s. ‘1’he maximum integration time plotted was limited
to that which yielded 4 independent terms in the outer average of the Allau-variance calculation (i.e., 1< M’/5), at
which point the SNR pcr point (assuming a white-noise spectrum) was WI ,2. The Allan deviation of a whit,e-noise
process exhibits ~ behavior, illustrated by the solid lines in the figure. Over the time duration shown in the ])lot,
which extends to t w 8 rein, the at,mospbcric  residuals arc consistent with the predicted white-noise behavior.

2 If for some reason the cffcctivc  pathlcngth-modu  lation stroke were mismatched to the wavelength, it would also introd uce a
pllasc-]llcasllrclllcllt  error periodic with the wrap rate. However, this error would bc at the second harmonic of the wrap rate
(Colavita  ct al. 1987), while the spectral feature we scc is at the fnndarncntal,  with negligible second-harmonic content.
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Fig. 5. Allan clcviations  for tkc six scgrncnts  as a function of time after subtraction of the primary lcakrigc. 1’lICSC  values have
been corrcctcd for the photon-noise bias.  ‘IIIc plotting interval is nominally 4 s (SCC text), ‘TIIc solid lines, which illustrate W
behavior, arc the prcdictiom  from the two models discussed in Sect. 5.3

I

—---- — . —
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5.2. Photon-noise floor and performance of the phase-difference estimator

Two calibration data sets were analyzed to examine the systcm  noise floor and phase-difference estimator performance.
q’hcse are identified as segments Cl and C2 in l’ables  1 and 2, which include the relevant observational and measure-
ment  parameters for these data. For these segments the difl’erential  delays were set so that both channels measured
tbc phase of tbc J)rimary star. For segment Cl the differential delay was set near zero to yield a strong signal in
botl) channels; for segment C2 the delay was set somewhat away from zero to yield only a weak primary signal in
the secondary channel. Segment Cl cs~ablishes an upper bound on the systematic noise floor of this experiment. For
this high-SNR  case the rms of the residuals falls a factor of two below the smallest rms measured for data sets A-F.
Clearly, the fact that the Allan  variances do not exhibit non-white  behavior at large lags also indicates that the system
noise floor is lower than the atmospheric noise floor over tllc time scales of this experiment.

Segment C2 serves as a test of the accuracy of the predicted photon-noise bias which is subtracted from the data
sets above. With its low SNR, the rms of its residuals is much lligbcr than for Cl and is dominated by the photon noise
of the phase-difference estimator. IIowever, subtracting the predicted photon-noise variance yields a corrected residual
which is still larger than for Cl. ‘1’his implies that the predicted photon-noise bias calculated from the estimated
phase-diffcrcncc  SNR  may slightly underestimate the true bias. ‘1’hus the bias corrections applied to segments A-1~
should bc conservative. If the bias corrections applied to the segments were scaled such that the corrected residuals
for Cl and C2 were the same (a scaling of 20% in the standard deviation ~l~N), the mean astromctric error for the 6
data sets would bc reduced 10%.

‘1’here arc some additional points worth comlncnting  on regarding these two data sets. As the pupils used for
the two cllanncls  are separated spatially, the residuals of the phase difference will remain nonzero even though both
cl)an]lels  arc observing the same source. The size of this term is readily calculated. Starting with Eq. (l), wc substitute
d, the mean separation of the two beams, for Oh, a~ld convert to fringe position by multiplication by B2, yielding

C~T =: 5.251J213d2 J dhC:(h)W-l(h)t-l,  i >  lJ/W,

or, with W(h) = W, this expression can be written in terms of r. == 1.6?3[k2  ~dhC~(ll)]-315  as

(ll)’’’(:(w’’(’’)-’  ‘>’”w
(;T == 12,5k-2B  -!

(8)

(9)

For this cxpcrimcnt the mean separation between beams  d is 2.5 cm (the smoothing caused by the flnitc  pupil extent
aflccts  only the high-frequency portion of the power spectrum and thus docsn’t play a role in this calculation).
Substituting To = 21 cm at A = 0.55 (calculated below), and W = 10 In/s, a typical value, yields C& = 0.010pm rms
at i == 4 s, which is consistent with the 0.014 pm rlns  computed for segment Cl.
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‘] ’he otllcr  IJoint relates to the cross coherence 1’:. If wc let u~d be the variance of the phase-difference fluctuations
during I,llc coherent integration time - wc assume that the co}lcrcnt intcgtation time is long enough that the full
variance, rather than a high-pass-filtered version, is appropriate - then l’: is given bY

1’: = cxp(-(r&), (lo)

as discussed in the appendix. For two rays separated by distance d, the variance is given by the standard result (cf.
Roddicr  1981): U2~+ = 2 x 6.88( d/ro)5J3,  where the factor of 2 accounts for asmrmc.d independent contributions from
each aperture, a good approximation when B >> ro. With d = 2.5 cm and ro(700 nm) = 28 cm, al+ = 0.25 radz.  In
reality, there will be substantial aperture smoothing of the variance due to the flnit,c aperture extent. For the geometry
of this cxpcrirncnt  wc estimate the aperture smoothing to be 0.60, yielding a corrected variance of a~o == 0.15 rad2.
‘J’hc cross coherence attributable to this value is 0.86, which is much higher than the 0.45-0.48 observed for segments
Cl and C2.

‘J’hc  hypothesis for the additional cohcrencc reduction on the calibration segments is that residual guiding errors
are being manifest as OPD errors duc to the use of off-axis apertures. Guiding errors of 0.5” rms at each aperture in
the axis of the beam separation would contribute an additional 0.6 radz of phase variance, which with the contribution
above would account for the observed cross coherence .3 ‘J’his seems a reasonable explanation, especially as the partial
intrusion of the delay plate and mount into the angle-tracking annulus  would degrade guiding along the separation
axis.

5.3. Correlation of the measurenzents  with atmospheric models

llcyond  verification of a white-noise spcctrurn  for the differential residuals, the other objcctivc  of this experiment was
to compare the size of the residuals with the theoretical predictions. “JVIUS some seeing rncasurcs arc needed to supply
the parameters for Eq. (1). one straightforward seeing measure is the rms OPD  fluctuations or of a single star, which
are readily calculated from the laser-monitored delay-line positions, recorded at a 4-n~s rate, after subtraction of the
sidereal term. ‘1’hcsc values are given in COI. 7 of ‘J’able 1.4 Each has been scaled by N5Y0  to account for the high-pass
filtering of the finite segment length 7.‘ ‘1’hc scaling (for standard deviation) is given as 1 /[1 – 0.63( B/( WT))113],
which can bc derived from the expression for the power spectrum of the phase fluctuations (cf. Colavita CL al. 1987).

2 – 6.88k-2(D/ro)5i3.  Using this expression estimated va]ucs for ro, at a nominal‘1’llcsc fluctuations relate to ro as or ––
wavelength of 0.55 Ilm, and seeing A/ro,  arc given in COIS.  9 and 10 of Table 1. ‘J’hesc are the as-measured quantities,
uncorrected for zenith angle (given in COI. 7 of the table). The mean value of r. for scgmcmts  A–F is 21 cm at 0.5,5  pn-
28 cm at the observation wavelength of 700 nm - for mean seeing of ~0.54”.

While a useful measure of the overall seeing, r. alone is deficient in predicting the astrometric error in a differential
)ncasurement.  As seen from Eq. (1), the astrometric error depends on an integral of the turbulence profllc which
emphasizes the upper atmospheric layers, while r. is a function of an integral of an unweighed turbulence profile.
As an additional atmospheric measure wc can consider the isoplanatic  angle, given by 00 == 0.31 (ro/h5/3),  where
h5f3  == [~ C~}1513dh/  ~ C~dh]315 (Rodclicr ct al. 1982). q’his weighting is much closer to that used in calculating the
as(,rometric  error, and should be a better performance predictor, lor an interferometer with independent contributions
from eacli aperture, the phase-difi’crcncc variance as a function of star separation O is given by

C& = 2(0/00)5/3 + u:, (11)

where tllc term cr~ represents the additional fluctuations identified above (*0.6 radz).  lihis expression is clearly an
approximation for this experiment with spatially separate, finite-extent apertures. However, with a 3.3” star separation,
the linear separation at, say, 10 km, will be 16 cm, which is much larger than the ‘2.5-cIn beam separation on the ground.
in addition, the spatial separation, which will tend to increase the variance, will bc offset by the aperture averaging
of the finite  a.pcrtures,  which will tend to dccreasc the varianc,c, so that the simple expression above should  be a good
approximation.

Silnilar  to the analysis is Sect. 5.2, we can estimate the isoplanatic  angle using 13qs.  (11) and (1 O). “J’he  results,
scaled to 0.55 )~m, are given in CO1. 10 of ‘1’able 1; the mean value is 2.9”. Comparison of the final results for astrometric

3 As a check, wc calculated t}lc cross cohcrcncc  bctwccn  tlkc prinlary  narrowband  and white-light channc]s.  ‘1’hc measured
value for the section of data analyzed was 0.85, which is reasonable given the systematic ]]llasc-rlleasllrc~~lellt errors which occur
in t}lc white-light channel bccausc  of the wide spectral Laudwid th and bccausc  of mismatches bctwccn  tkc a.ssurucd and actual
effective wavelength (which is especially inrportant when fringe hopping occurs).
4 For tkc short scgn)cnt Cl, UZ was estimated from an adjacent 20-n~irl section of data beginning at 5!’93.
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Table 3. Summary of atmospheric paramckrs
——.——
nlodcl/otrscrvation 00 cfI 0 (AO(~\ c ]2 m, d n 3.3”)

(0.5;pnl) ( 0 . 5 5  pm) (arc see) (pas/fi) _—.—
11 ufnagcl model 12 cm 1.3” 54011  -2 7 % i ~ 2 - — - 27
Mauna l{ca model 21 cn] 3.5” 3f)()~]-Q/s~f-l/z 15
Current observations _(nlcan) 21 cm 2<9” 21.—— . . .. ——— —... —— _ —— .

error (co], 13, ‘1’able 2) with the values of r. and do shows better correlation of the error with isoplanatic angle than
with coherence diameter.

‘1’wo  numeric evaluations of l;q. (1) were presented by Shao&,{;olavita(1992). One was that compu ted by  I,indcgrcn
(1 980) for the case of a lIufnagcl  turbulence profile with a standard wind model, while the other used measured
turbulence and wind-velocity profiles from a seeing campaign at Mauna  Kca (Roddicr  et al. 1990). ‘J’hc  predictions of
the IJufnagc] and Mauna Kea models for the star separation and baseline of this experiment, 27 and 15 )~as/fi, rcsp.,
arc plotted as the upper and lower solid lines in the Allan variance plot, Fig, 5. The measured errors range from 15 to
25 pas/fi, with a mean value of 21 lias/fi, ‘1’hc mean values of astromctric error, ro, and 00 for this experiment arc
summarized in Table  3 aloug with the predictions of the theoretical rnodcls and the seeing parameters of the assumed
profiles.

From the table the atmospheric parameters for the measured data arc seen to be similar to those of the Mauna
Kea model, but with a slightly srnallcr  isoplanatic angle. For a uniform scaling of the turbulence profile C:(h), the

-5/~ Sca,lillg  tl)e ~troIllctric error for the Mauna Ifea  profile ‘0

astrometric error scales with isoplauatic  angle as 00 .
the measured isoplanatic angle yields a prediction of 18 pas/~. While, as discussed above, the isoplanatic angle is
not a complctc  predictor of ast,romctric  performance, the measured 21 pas/fi is remarkably close to this value. In
additiou, both the likelihood of an underestimate of the photon-noise bias,  discussed above, as well as the generally
more clcmcnt  winds at Mt. Wilson than at Mauna  Kca, would tend to imJ~rovc the agrccrncnt  between theory and
nlcasurcrncnt.  ‘1’o make a more rigorous comparison would require detailed simultaneous turbulence-profile and wind-
sl)ccd measurements. Ilowever,  on the basis the data at hand, tllc measured values seem in good agreement with the
tllcorctic.al  predictions,

5.4. Asiromctry  of a Gem

Altl]ough  not tile objective of this investigation, the mcasurerncnts  made here allow for an accurate determination of
tllc separation of a Gcm A-II at this epoch. The binary separation A6, Acr is related to the differential delay Az(i)
through l;q.  (4). As the fixed delays introduced by the rotating plate were not know precisely, the astrornctry used
only tl]e sin 11 and cos 11 terms in that expression. h40re precisely, the 6 data segments were used together in a single
least-squares solution for 8 parameters: the coc~cicnts of the sin and cos terms of the sidereal delay along with 6
constant terms. Using these cocfllcients  yields a solution for A6 and Ao of 0.947” and 3.700”, or in terms of separation
and position angle, 3.281” and 73.23°, While the formal errors for separation and position angle are small: 0.002” and
0.07°, they would be much smaller in a practical narrow-angle instrument which included metrology of the differential
delay to allow for a solution from the delay, rather than from w]] at is essentially the delay rate; au orthogonal baseline
would also provide improved two-dimensional ast,rometry.

‘1’hc  major systematic effect which degrades accuracy is the knowledge of the narrowband filter’s center wavelength,
specified by the manufacturer as Y3.5 nm; this uncertainty should not effect the position angle. ‘1’he  other  systematic
cflccts  considered sccrn small: baseline knowledge is *1 O pm; differential refraction (which involves only the sccond-
ordcr  refraction term, as the vacuum delay lines of the Mark 111 climiuatc the first-order term) is calculated to be
<1 pas; the shift of the effective wavclcng~h  of the narrowband  cllannc]s due to the spectral slope of the source across
the baudpass  is much smaller than the manufacturing uncertainty mentioned above; and the linear approxirnation used
in Eq. (4) introduces errors smaller than 10 pas. If required, these effects could be reduced by modeling, calibration,
or nonlinear analysis. Clearly, a long-term observing program is needed to validate the formal errors given above. For
now, wc will conservatively double tlic formal errors and add in the filter uncertainty (interpreted at t2r7) to yield
separation, position angle, and l-a errors for ~ Gem at 1992.9589 of 3.281’’+  0.01” and 73.23°3:0.150.
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6. Conclusion

‘J’hc predictions for the astromctric error in a differential measurement of closely-spaced stars made wiLh a Iong-baseline
intcrfcromctcr  arc quite small. Mcasurcmcnts  with the Mark III intcrfcromctcr  have been conducted to verify some of
the predictions of the tbcorctical  models. For a star separation of 3.3” and a baseline of 12 m, the measured residuals
correspond to an astromctric error of 21 ps/fi, which is in good agreement with the predictions of tbc models. The
Allan varia.ncc  of the data is consistent with white-noise bcbavior  out to an integration time of 8 rein, a time which
was limited the length of the available data segments. While these measurements clearly cannot state that the error
is white at longer integration times, wc scc no evidcncc of anomalous behavior at the shorter time scales which would
pose problems at longer integration times.

A more complctc  understanding of the atmospheric limits to narrow-angle intcrfcromctric  astromctry over a range
of star separations, baselines, and integration times, with adequate sensitivity to observe a large number of sources,
requires an instrument optimized for narrow-angle measurements. his optimization includes larger apertures, a dual-
star feed at each aperture, separate beam trains, infrared operation, and complete metrology of the optical path. lhc
NASA 1’01’S (1’oward Other Planetary Systems) program has rcccntly  funded dcvclopmcnt  of the TOPS Intcrfcronle-
tcr ~’cchnology  ‘1’cstbcd,  an instrument which includes these optimization. The goal of this instrument is to verify the
atmospheric limits and demonstrate the technology nccdcd to achicvc narrow-angle differential astromctric accuracies
of tens of microarcscconds. With such accuracy onc could conduct an ext,cnsivc search for Jupiter- and Saturn-mass
planets around thousands of stars, as well as for Uranus-mass planets around >50 stars.

Acknowledgcmcnb. l’hanks to M. Shao, X. P. Pan, and S. B. Shaklan  for their assistance, and to C. A. llun~n~cl, C. S. Dcnison,
and I,. W. Rarogicwicz  for help with the observations. l’his work was performed at the Jet Propulsion Laboratory, California
]nstitutc of Ikchno]ogy,  under a contract with the National Aeronautics and Space Administration.

A. Signal-to-noise ratio of the plmsc difference

As the signal-to-noise ratio in a single frarnc  is too small for an unbiased calculation of the phase diffcrencc,  the difference
phasor  is first integrated over J4 frarncs.  l,ct Xij,  Yij  be the quadraturcs  of the raw ph~qors for star i, i = 1)2, for franlc  j. ~ihe
quadraturcs  Xd, }L of the difference phasor  are calculated as

l’hc diffcrcncc  phase Ad is calculated from the integrated phasors  as

)%()‘d “ arcta” xi “

7’lIc raw quadraturcs  for the two stars have rncans  (cf. Walkup  & Goodman 1973)

(Al)

(A2)

where Ni,  VI) and ~i arc the mean photon rate pcr frame, the fringe visibility, and the instantaneous fringe phase; the factor
~/~, rather than 1/2, arises from the usc of 4 discrete time bins during demodulation. ~’hc mean-square values of the raw
quadraturcs  arc given by

As the raw quadrature arc statistically indcpcndcnt,  the means of the diffcrcncc  quadraturcs are given by

(A5)
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where Ad is the average phase diffcrcncc  over the cohcrc)lt  integration time and 1-~ is the cross cohmcncc  of the two phases, viz.
l’: = Cxp(-trio), where a~4 is the variance of the phase diff’crcncc, assumed Gaussian, during the cohcrcut  integration time.

Using Itq. (Al) and the indcpcndcncc  of the raw quadraturcs, t h e  rncan sq~larc of ~d is givcll by

Substituting Itq. (A4) yields

Finally, substituting F;qs. (Al) and (A3) yields

(A8)

+  ;MNIN2 +x,

and thus the variance of xd is given by the first three terms of this expression. The variance of Yd is identical, and both arc
denoted as a:. The SNR is defined traditionally as the mean length of the phasor  divided by the standard deviation of the
orthogonal noise tcrrn, viz. SNR:  = S: = ~~ /a$. I,et

(A9)

bc the square of the high-light-lcvc]  signal-to-noise ratio for the individual phases. l’hc square of the mean phasor length ~d can
bc written

and the square of the difference-ph~sc SNR is thus given by

(Alo)

(Al])

l’his expression has intuitive asymptotic forms. Assume S1 = S,. W h e n  photon-ric}~, the SN1t of the diffcrcncc  is just sd =
~1’d .S1 /fi, which is what would bc cxpcctcd  fronl the difference of the two phases; when photon-starved, the SNR bccowcs
dcpcndcnt on N2 rather than N, viz. & = @I’dS~/fi.

For the data analyzed in this paper, the SNR in the narrowband primary channel is >1, so there is little penalty in essentially
using it as the phase rcfcrcncc.  Jlowcvcr,  were both narrowband SNRS lCSS  than unity, a better SNR for the phase diffcrcncc
would rcsnlt from phase referencing the narrowband  channels to the phase of t}lc widcband  channel.

Using I(;qs. (A9) and (AI O), an estimator for the cross cohcrcncc  is given by

(A12)
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